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1 Introduction

In deliverables D1.1 and D1.2 we specified a comprehensive use case scenario for an intended
K-Drive system involving the provision of advanced methods, techniques and tools for reuse
and access of semantic data that are publicly available. In particular, we specified a set of
functional requirements covering two main tasks:

1. The user-driven and scenario-based semantic question answering, namely the
transformation of natural language questions to semantic queries and their execution
against one or more datasets in order to derive answers.

2. The user-driven and scenario-based semantic data summarisation, namely the
facilitation of better understanding and evaluation of a given dataset, through the provi-
sion of a customized view of it in an intuitive and non-technical way.

In this deliverable, in turn, we focus on specifying an appropriate framework for evaluating
the K-Drive system against the requirements of the above two tasks and measuring its effective-
ness and efficiency. This framework, which is to be applied in the later stages of the projects
after the development of the system, consists of a set of metrics and processes for assessing spe-
cific aspects and dimensions of the system’s functionality, including performance, effectiveness,
usability and utility.

Give that, the structure of the rest of this document is as follows. In the next section we
consider the task of semantic question answering, we provide a brief overview of the typical ways
employed for its evaluation in the literature and we define a specific evaluation strategy for its
evaluation within K-Drive. The same is done in section ?? for the semantic data summarisation
task.

2 Evaluation of Semantic Question Answering

The challenge of question answering over linked data is an intersection of various previously-
established topics of research such as Information Retrieval and Natural Language Processing.
Linked data on the web has seen exponential growth since its inception to an estimated 31 bil-
lion RDF triples in September 2011. Significant progress has been made on question answering
from textual data [Strzalkowski and Harabagiu, 2007] and in Natural Language Interfaces to re-
lational databases [Minock, 2010] while, in the intersection, we have seen [Cimiano et al., 2008].
[Bernstein et al., 2005], [Lopez et al., 2007], [Lopez et al., 2009] and [Tran et al., 2009].

Nevertheless, in contrast to the Information Retrieval community, where evaluation using
standardized techniques, such as those used for the annual TRE(ﬂ conferences, has been com-
mon for decades, in the Semantic Web community there are not yet adopted standard evaluation
benchmarks for semantic question answering systems over real-world datasets.

A recent attempt to create such standards by developing datasets needed to formally judge
the quality of ontology-based question answering approaches, has been the QALD challenge,
realized by two relevant workshops so farElﬂ This challenge practically provides tests consisting
of a variety of questions of different complexity, designed to represent questions that real end

Thttp:/ /trec.nist.gov/
2http:/ /www.sc.cit-ec.uni-bielefeld.de/qald-1
3http://greententacle.techfak.uni-bielefeld.de/ cunger/qald/index.php?x=challenge&q=2



users would ask. For example a particular challenge involved answering 100 questions based on
the DBPedia and MusicBrainz (populated) ontologies (50 each).

Results were measured by precision, recall and f-measure, both for each individual question
and each set of 50 questions together. More specifically, for individual questions the effectiveness
measures were the following:

number of correct system answers

Recall =
number of gold standard answers
. number of correct system answers
Precision =
number of system answers
2 x Precision x Recall
F-measure =

Precision + Recall

Similarly, for each set of questions the respective measures were:

number of correctly answered questions

Recall = -
number of questions
.. number of correct answered questions
Precision = -
number of answered questions
2 x Precision x Recall
F-measure =

Precision + Recall

For the evaluation of the K-Drive semantic question answering system we will utilize the
same measures as above. Moreover, the datasets to be considered will be those of QALD (for
comparison purposes with other systems) as well as custom ones to be derived from the ones
specified in deliverable D1.1.

In the latter case particular focus will be given to queries that highlight the need for custom
interpretation based on the characteristics of the application scenario. More specifically, as
already explained in D1.2, an important requirement for the K-Drive system is the ability to
select and use in a custom way those semantic data that are most appropriate for the given
application scenario. That is because there are often situations where users ask questions with
some goal in mind (e.g. to educate themselves on an issue, to verify a fact, to take a decision
etc.) and perhaps with some special focus (e.g. a film critic might be asking questions about
films and genres). In such cases, some datasets (or some parts of them) may be more effective in
answering these questions than others (e.g. greater subject coverage, availability of particular
relations or concepts etc.) and therefore it is important that the former are identified and used
instead of the latter.

In this context, it is important to evaluate the K-Drive system against queries that are
better answered when only a particular dataset (or subset of it) is actually considered, and to
verify the followings:



1. If the system manages to effectively detect and consider the correct data subset which is
able to provide the best answers to the user queries.

2. If by following this approach the overall query answering effectiveness is increased.

3 Evaluation of Semantic Data Summarisation

Evaluation approaches of data summarisation techniques and frameworks fall generally into two
categories, namely intrinsic and extrinsic ones. An intrinsic evaluation tests the summarisation
system in itself by assessing mainly the coherence and informativeness of summaries. A draw-
back of this is that human judgement often has wide variance on what is considered a “good”
summary, which means that automatic evaluation process is particularly difficult.

An extrinsic evaluation, on the other hand, tests the summarisation based on how it affects
the completion of some other task. That means that summaries are evaluated in a concrete
task seeking to verify if the summaries are instruments which could be used instead of the full
data in specific situations. Variables measured can be accuracy in performing a task or time
to complete the task. Nevertheless, while extrinsic evaluation is very attractive from the point
of view of information access, it is also very time-consuming and costly, so its application has
been limited.

In the area of semantic data and ontologies, evaluation of summarisation approaches has
been primarily done in an intrinsic way. For example, in the system of [d’Aquin and Motta, 2011],
which summarizes semantic datasets by generating key queries they may answer, the authors
asked 12 users with various degrees of familiarity with semantic technologies to inspect a rea-
sonably large dataset and express up to 5 questions they believed to be interesting on this.
These questions were then compared against those generated by the system.

Similarly, in [Li and Motta, 2010] the setting of the evaluation involved eight people, each
with good experience on ontology engineering, who were asked, for a number of ontologies, to
manually extract up to 20 key concepts they considered the most representative for summarizing
the contents of each ontology. The concepts that were chosen by at least 50% of the experts
form a reference summary, referred to as “ground truth” summary.

In K-Drive the main goal of the summarisation module, as specified in D1.2, is to allow its
users to define and generate custom data summaries, by selecting, parameterizing and execut-
ing particular summarisation subtasks that are predefined and designed to produce particular
types of summaries. These custom summaries are to satisfy particular data description needs,
typically associated to a task that the user wants to perform or an ultimate goal he/she wants
to achieve. In this context, the key dimensions of the summarisation system that need to be
evaluated include:

1. Accuracy: This is the dimension mentioned above and involves users judging whether
a particular summary is accurate or not. This dimension is not applicable to all types of
summaries but only to those who are somehow vague (e.g. “key” concepts, “representa-
tive” queries etc).

2. Usefulness: The practical usefulness of the overall system, as perceived and rated by
the its users. Some key metrics for measuring this are the following:

(a) Number of summary types: A too large number of summary types may cause
information overload for the users while a too small one may compromise the system’s



usefulness.

(b) Comprehensibility of summary types: The intended meaning of the information
a summary type is supposed to convey needs to be clear for the user. For example,
a summary type named “Dataset vertical completeness” is less comprehensible than
one named “Range of entities the dataset covers”.

(¢) Usefulness of summary types: Typically, summary types will be defined with a
set of potential usages in mind. Yet, it might be that these usages are not really of
interest to the users of the system, thus making the particular types redundant.

(d) Completeness of summary types: Important summary types that are useful for
particular tasks may not be supported by the system

3. Recommendation Effectiveness: As in all kinds of recommender systems, the effec-
tiveness of this system in recommending useful complementary summary types to users
is important.

4. System Usability: This refers to the easiness and intuitiveness with which the users
are able to use the system for defining, managing, executing and consuming custom data
summaries.

5. System Performance: Some summary types (e.g. important queries) may require
substantial time to be generated and that might not be tolerable by users. For such cases,
performance needs to evaluated.

To evaluate the above dimensions, we shall conduct an empirical evaluation of the system
through action research. The latter is a social science research approach for qualitative evalua-
tion of theory application to solve practical problems [Baskerville, 1999]. It has been originally
used disciplines such as education, psychology and health care and it can generally be applied in
field settings where more traditional experimental or quasi-experimental methods cannot easily
be applied. One of its major advantages, which is important in our case, is that it can help to
overcome the problem of persuading practitioners to adopt new techniques.

In practice, action research is usually carried out in a number of discrete cycles each of
which consists of the following steps:

1. Planning: This step involves developing a plan to improve current practice. In our case,
this practice is the way users typically evaluate and select semantic data and the plan is
to change this through the use of K-Drive’s summarisation system.

2. Acting: This step involves having a set of participants acting to implement the plan
which, in our case, is translated into having users actually use the system and produce
summaries for specific tasks.

3. Observing: In this step the user’s actions are observed to collect evidence for the thor-
ough evaluation of the outcomes. For the evaluation of the summarisation system, the
users are expected to participate directly in the measurement of the above metrics through
structured questionnaires and interviews.

4. Reflecting: In this last step participants reflect on their overall experience, discuss pros
and cons of the system and suggest points of improvement.



The ultimate goal of the above process is to prove, in an empirical way, the practical
utility of the system as a tool for better understanding and evaluation of semantic data as
well as its superiority over existing similar systems and frameworks. For the latter, we will
conduct, through the above process and metrics, comparative evaluations of existing systems
like, for example, semantic web browsersﬁ [Dzbor et al., 2007] [Berners-Lee et al., 2008] or other
semantic data visualization environments [Chen et al., 2006] [Hervés and Bravo, 2011].

4 Conclusion

This deliverable describes the process we are going to follow in order to evaluate the effective-
ness and efficiency of the K-Drive system, in the context of two tasks described and specified in
deliverables D1.1 and D1.2, namely semantic question answering and semantic data summari-
sation.
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